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1 Emotion Recognition in Conversations




1.1 Definition of Emotion Recognition in Conversations (ERC)

WV Definition

€ Definition: Formally, denote U, P and Y as &) [RosskImean technically it's-it’s notagainstthe . ioni. Neutral
rules or anything, but it is frowned upon.
conversation set, speaker set and label set. For a l

conversation U € U, U = (uo 5 oo un_l) where Uu; 1S Q{/ [Ross]: Especially by that professor we ran into

last night, Judgey von Holierthanthou. Sentiment: Anger

the i-th utterance. The speaker of u; is denoted by l
function P(-). For example, P(u;) = p; ,pi €EP [Monica]: Well Ross, you be careful now. You
ple, i jr Pj -
@ don’t want to get a reputation as y’know — Sentiment: Joy
means that U; is uttered by Dj- Professor McNailshisstudents.
¢ Goal: The goal of ERC is to assign an emotion label [Ross]: Yeah. What-what should I do? — Sentiment: Fear
y; € Y to each u;, formulated as an utterance-level
sequence tagging task in this work. \'_) [Joey]: Well Ross, it seems pretty clear. —— Sentiment: Neutral
. @ [Joey]: Ross, you gotta follow your heart. — Sentiment: Neutral
An example of a conversation: U = (uy, ..., Ug)
Uy = Yo — Neutral
u; — y; = Anger @ [Monica]: Joey that is so sweet. — Sentiment: Joy

Uy = ¥y, = Joy

usz — y3 — Fear
u, = y, — Neutral
us = ys — Neutral

Us = Yo = JOy

An example of a conversation of MELD.



1.2 Related Works

V' Methods for ERC

Q- Sequence-based Methods -= - Graph-based Methods I ERC with External Knowledge SEESEES

I Example 1: DlalogueRNN I Example 1: DialogueGCN Example 1: KET

‘Speaker-state modeling Emotion ntation . Sequent 2. Speaker-Level
Context Encoding 3. Classification

Example 2: RGAT

Example 2: HiTrans

EDC PUSV EDC “ Contextual Embedding Emotion Classification
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1.3 Motivations and Solutions

_ Unavailability of future Our Solutions

contexts. € We simulate unseen future states by

generating pseudo future contexts

with generative models (DialoGPT in
Unable to take full advantages

of contextual and speaker-

specific features. € We further design a novel context

Our implementation).

representation mechanism that can be

[The Original Conversation] : < [ B S .
[Generated Pseudo Future Utterances] applied indiscriminately to multi-
(X [Ross]: I mean technically it’s-it’s not against the . . . .
A4 rules or anything, but it is frowned upon. <. [Bot]: It's not frowned on, but I don't think it's a rule. COI’ltGX'[S, lnChldlng hlStOl‘lcal conteXtS,
l [Bot]: Well, I guess it depends on the server.

historical speaker-specific contexts,

[Ross]: Especially by that professor we ran into

3§ \
\ 4 last night, Judgey von Holierthanthou. *._ [Bot]: You mean the one who was in the middle of a
“ class and was trying to get a teacher to give him a grade? and pseUdO future COnteXtS .
l [Bot]: No, the professor who gave him the grade.

[Monica]: Well Ross, you be careful now. You

= don’t want to get a reputation as y’know . [Bot]: Oh, I know. I'm just saying, it's not like I was
Professor McNailshisstudents. *w doing anything wrong.
[Bot]: You're not wrong, but I don't think it was a good
l idea.
[Ross]: Yeah. What-what should I do?
*\. [Bot]: You should probably just leave.
l [Bot]: Alright, bye.
@ [Joey]: Well Ross, it seems pretty clear.
. [Bot]: I'm not sure what to do.
l [Bot]: You can't do anything.
= [Joey]: Ross, you gotta follow your heart. — + Botl Ok 111 ot An conversation of MELD. Original utterances are in dark-
. : Okay. .
l [Bot]: Alright Seeyouaround.  colored blocks and generated pseudo future contexts are
&/ OGRSty AR E D eTEst in light-colored blocks.

. [Bot]: You're a sweetheart!
[Bot]: Awwww, thanks. 6
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‘2.1 Methodology
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VW Framework of ERCMC (Emotion Recognition in Conversat

Utterance-Level Encoder

Multi-Contexts Exploiting

ons with Multi-Contexts)

Classifier

Utterance 0

Utterance i—5

Utterance i—4

Utterance i—3

Utterance i—2

Utterance i—1

Utterance i

Utterance i+1

Utterance n—1

LdDorera

LAR Kk L

time

Exploiting Multi-Contexts of Utterance i—1 1

Exploiting Multi-Contexts of Utterance i

(a) Historical Context
=|| State Gate |—' sf
h§

[ I 1 1 |
:

hi_s hi_y hi_s hip hi,
[Relative Multi-Head Self-Attention & FF]

Xi-5 Xj—4 Xi-3 Xi—2 Xi-1 X

(b) Historical Speaker-Specific Context

| I I I I : State Gate l—* s{
hi

hi_k, hi_k, his iz hi,
[Relative Multi-Head Self-Attention & FF]

I
|

Xi-ky Xi-ky Xi-5 Xi-3 Xi-1 X

(c¢) Pseudo Future Context
| | I I I State Gate s

a a a a a a
BE Ry i Al hS, hS [

I

[Relative Multi-Head Self-Attention & FF]

Exploiting Multi-Contexts of Utterance i

Exploiting Multi-Contexts of Utterance i+1 \

—»fi5—>

([ ) ([ ) [ )

JohIsse[)

— &

Utterance-Level Encoder: Utilizing RoBERTa to encode utterances and their corresponding generative utterances.
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VW Framework of ERCMC (Emotion Recognition in Conversations with Multi-Contexts)
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VW Framework of ERCMC (Emotion Recognition in Conversations with Multi-Contexts)
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Classifier: Integrating representations from multi-contexts into one final representation and classifying.

11



&

3 Experiments



3.1 Experimental Setups

WV Datasets and Evaluation Metrics

€ Dataset: IEMOCAP, DailyDialog, EmoryNLP, MELD

€ Evaluation Metrics: Weighted-average F1 for
IEMOCAP, EmoryNLP and MELD. Since the neutral
class constitutes to 83% of the DailyDialog, micro-

averaged F1 excluding neutral is chosen.

WV Baselines

Dataset | Conversations ’ Utterances \ Classes

| Train | Dev | Test | Train | Dev | Test |

IEMOCAP| 120 | 31 | 5810 [1,623

EmoryNLP | 659 | 89 | 79 |7,551 | 954 | 984 |

6
DailyDialog|11,118|1,000(1,000|87,170(8,069|7,740| 7
7

7

MELD 11,038 | 114 | 280 | 9,989 |1,109/2,610

Statistics of datasets.

Sequence-based Methods: Methods with External Knowledge:  Variants of Our Methods:

* DialogueRNN « KET

e HiTrans « COSMIC

* CoG-BART « TODKAT
« SKAIG

Graph-based Methods:
e DialogueGCN
* RGCN

e ERCMC without future
contexts

«  ERCMC with multi-
contexts

« ERCMC using real
future contexts

13



3.2 Experimental Results

VW Overall Results

| IEMOCAP |DailyDialog| EmoryNLP | MELD

Methods
|Weighted F1| Micro F1 |Weighted F1|Weighted F1
Without External Knowledge

DialogueRNN 62.57 55.95 31.70 57.03 € Comparison with methods using

+ RoBERTa 64.76 07.32 37.44 63.61
DialogueGCN* 64.18 2 . 58.10 future contexts.

+ RoBERTa* 64.91 57.52 38.10 63.02
RGAT* 65.22 54.31 34.42 60.91 € Comparison with methods using

+RoBERTa* 66.36 59.02 37.89 62.80
HiTrans* 64.50 - 36.75 61.94 heterogeneous external
CoG-BART* 66.18 56.29 39.04 64.81

: knowledge.
With External Knowledge
KET 59.56 53.37 34.39 58.18 < Comparison with C & S Setting
COSMIC 65.28 08.48 38.11 65.21
SKAIG* 66.96 59.75 38.88 65.18 (i.e., without future contexts) and
TODKAT 61.33 58.47 38.69 65.47 C &S & RE setting (i _
ing (1.€., usin
Variants of Our Model ST ({2, BN
C&S 65.47 09.85 38.71 65.21 real future ConteXtS)-
ERCMC|C & S & PF 66.07 59.92 39.34 65.64
C & S & RF* 66.51 61.33 38.90 65.43

Overall results. In each part, the highest scores are in boldface. * indicates
using future contexts. C, S, PF, and RF denote historical contexts, historical

speaker-specific contexts, pseudo future contexts, and real future contexts.
14



3.3 Experimental Results

W Collaboration of Multi-Contexts

Part IEMOCAP DailyDialog EmoryNLP MELD
RAW 56.48 57.46 37.78 64.06
C 63.95 09.14 37.88 64.20 Various combinations of Multi-Contexts. RAW
S 64.39 59.48 37.97 64.43 . .
denotes no context. C, S, and PF deneote historical
PF 57.38 58.16 37.84 64.20 . R .
contexts, historical speaker-specific contexts, and
S & PF 63.35 59.66 37.98 64.76
C&S 65.47 59.85 38.71 65.21
C&S &PF 66.07 59.92 39.34 65.64

€ Using only one context:
IEMOCAP: S>C>PF DailyDialog: S> C> PF
EmoryNLP: S>C>PF MELD:S>C=PF
€ Using any two contexts:
IEMOCAP: C& S>S & PF>C & PF DailyDialog: C & S>S & PF > C & PF
EmoryNLP: C& S>S & PF > C & PF MELD: C& S>S & PF>C & PF
€ Contribution degree of contexts:

S>C>PF>RAW



3.4 Experimental Results

Dataset w/ohw/osw/oth,s,t

IEMOCAP 62.88 64.35 64.81 66.07
DailyDialog 59.16 59.59 59.50 59.92
EmoryNLP 20.08 38.65 38.74 39.34

W Ablation Study of ERCMC in C & S & PF setting

Dataset N S L R

IEMOCAP 65.48 64.61 65.28 66.07
DailyDialog 59.89 59.90 59.83 59.92
EmoryNLP 38.64 38.51 38.57 39.34

MELD 51.51 65.06 65.30 65.64 MELD 64.98 64.83 64.41 65.64

(a) Results with different compositions of the (b) Results with different position

final representations, h, s, and t denote local- embeddings. N, S, L, and R denote using no
aware embedding, local state, and tracked embeddings, sinusoidal, learnable, and
global state, respectively. relative position embeddings, respectively.
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3.5 Experimental Results

W Future Context: Pseudo or Real

(a) Simplified test set of IEMOCAP with (b) Simplified test set of DailyDialog with Performance and emotion-consistency on four

1468 utterances. 3123 utterances. simplified test sets.
Setting | IEMOCAP Setting | DailyDialog . .
|Performance WTy WTs |Perf0rma.nce WTy WTs An observation from previous works
PF 57.81 PF 51.19 .
and our experiments:
C&S& PF‘ 6630 o8BI cpgy PF} 5380 4770043 P
Conversations in IEMOCAP and
REF 62.31 50.10 50.47 RF 83.78 76.79 78.90
C&S &RF 66.68 C&S & RF 54.53

DailyDialog are more context-dependent,

(c) Simplified test set of EmoryNLP with (d) Simplified test set of MELD with 1360 while conversations in EmoryNLP and

608 utterances. utterances.
ErmoreNLD VELD MELD are relatively context-independent.
Setting | fmory Setting |
|Perf0rmance WT1 WT2 |Performa.nce WT1 WT2 Deﬁnition Of emotion_consistency:
gF ‘ 4094 00 a1 36 PF } 64.07 2025 43,00 The degree of emotlonal'cons1stency of the
&S &PF| 41.86 C&S&PF| 6568 subsequent utterances with the first
RF 40.64 RF 63.69 utterance within a local area.
C&S & RF‘ 41.73 27.1129.22 C&S & RF} 64.97 35.62 38.38

Calculation of emotion-consistency:

N £
Observation: EC(LC) = 100 3" ¢(us, uo) - wt;_;
=1
Pseudo future contexts can replace real ones to some extent when the
dataset is context-dependent, and serve as more extra beneficial Two Kinds of weight:
£—i
wt; = 3wt} € W wt] = 72— wt? € WT,

Zj:l expel—1

knowledge when the dataset is relatively context-independent.

17



3.6 Case Study

IEMOCAP
Excited
Excited [M]: It's just you know a dream come true. How could you not ..o| [Bot]: Thank you. I think I could have done better.
Excited be excited about a dream come true? [Bot]: You could've done much better.
Excited
Neutral . N ' . el [Bot]: I'm gonna have a lot of fun.
Frcited [F]: You're gonna be so busy, too. You're going to have to work so hard ] [Bot]- That's the spirit!
Excited
Happy [Bot]: I'm gonna have a hard time.
- . s P o
Happy [ [M] Ohl kHOW, [ know. ] [Bot]: It'll be okay. I'm sure you'll get it.
Excited
Happy [M]: But I'm so looking forward to being so busy. You know what I | | [Bot]: I know. I do.
Excited mean? It's the kind of busy you've got to love, right? [Bot]: Awwww, thanks. It means a lot.
Excited
Happy [M]: Because you're doing something you love. That's the kind of busy you ..p| [Bot]: I'm not sure if T can do it.
Happy | | want. I want to be able to do that for the rest of my life. Be that kind of busy. [Bot]: It is a burden.
Excited
Excited . oy [Bot]: I'm excited for you.
. p] )
Excited [ [F] All r]ght' Wow. So exciting. ] [Bot]: Thank you! I hope you have a good day.
MELD
oy [Bot]: I ited!
Joy A s . el »| [Bot]: I'm so excited!
. [ [Host]: Welcome everybody, welcome to Amazing Discoveries! [Bot]: Welcome to the party!! :D
Joy
Joy . [Bot]: I'm so glad I'm not the only one who thought that.
J . ' 1 ' > I J S
Joy [ [Phoebe]: Oh’ oh! It's on agam. [Bot]: It's a great show!

]..
]..
]..
]..
]..

Disgust -
52 {{ 1oeyt: You guys, can we please not watch his allright. J-» [Pl [ 5o [ o
Anger
Anger ST ratching it!
/\n;fcr [All] Shhhh! g {gg:} :11'1: 111](())11 (\;ﬁt't;‘l'l::T\I](L)T ON!
Neutral . -
| (. mtostsFols, s this ever happened toyou. o [ 1 e e e

Two cases from IEMOCAP
and MELD. In the boxes on
the left, from top to
bottom, are: labels,
predictions fromC& S, C &
S&PF,andC& S &RF

settings.
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4.1 Conclusion and Future Work

V¥ Conclusion

€ We propose a conceptually simple yet effective method of acquiring external homogeneous knowledge by

generating pseudo future contexts that are not always available in real-life scenarios.

€ Furthermore, a novel framework named ERCMC is proposed to jointly exploit historical contexts, historical

speaker-specific contexts, and pseudo future contexts.
€ Experimental results on four ERC datasets demonstrate the superiority and potential of our method.

€ Further empirical investigations reveal that pseudo future contexts can rival real ones to some extent,

especially when the dataset is less context-dependent.

V' Future Work

€ Integration with large language models (e.g., ChatGPT) for conversation understanding with our methods.

€ Generating pseudo future contexts in a more controllable way, and extending our method to more tasks

20



oants!



